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*Abstract*—**In recent years, the advent of high-throughput techniques led to significant acceleration of biomarker discovery. In the same time, the popularity of machine learning methods grown in the field, mostly due to inherit analytical problems associated with the data resulting from these massively parallelized experiments. However, learning algorithms are very often utilized in their basic form, hence sometimes failing to consider interactions that are present between biological subjects (i.e. genes). In this context, we propose a new methodology, based on genetic algorithms, that integrates prior information through a novel genetic operator. In this particular application, we rely on a biological knowledge that is captured by the gene interaction networks. We demonstrate the advantageous performance of our method compared to a simple genetic algorithm by testing it on several microarray datasets containing samples of tissue from cancer patients. The obtained results suggest that inclusion of biological knowledge into genetic algorithm in the form of this operator can boost its effectiveness in the biomarker discovery problem.**
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# Introduction

In the high-throughput era, many biological components of a cell can be simultaneously examined. Very often, the goal of such analyses is to reveal molecular mechanisms behind certain diseases and/or to detect disease hallmarks. Biomarkers are measurable indicators of a specific biological state, and they can be used to determine the presence or the stage of a disease [1]. Automatic discovery of these has the potential to aid drug development via reduction of the clinical trials costs and also many times can help in development of diagnostic applications for detection or prediction of a disease status [2]. However, the process of biomarker mining from high-throughput data is not trivial for several reasons. This data is characterized by extreme dimensionality and high levels of measurement noise [3]. In parallel, often restricted number of available samples makes classical statistical techniques unsuitable for this kind of computational problems.

Gene expression analysis has been one of the most promising resources for biomarker discovery [4,5], as monitoring genes that are differentially expressed between normal and diseased tissue samples might indicate potential predictors. Various computational methods have been applied to facilitate this process, including many machine learning-based approaches [6,7]. Additionally, the genetic algorithms (GAs) have proved their efficacy in this field as they scale well with increasing dimensionality of the feature selection problems and sometimes display better performance that other popular feature selection strategies [8,9]. However, none of the aforementioned methods directly takes into consideration the network interaction properties of genomic data that can be derived from various biological databases.

\* Equally contributing first authors.

In this contribution, we present an enhanced version of a simple genetic algorithm that utilizes an additional operator based on the gene interaction network, aiming to detect the most informative set of biomarkers that characterize certain biological condition. In order to prove the efficacy of the proposed method, we perform extensive experiments using 3 different gene expression datasets on cancer containing samples of normal and diseased tissue. We compare our results with that obtained with a simple GA across four algorithms used in the subsequent classification step. Finally, to facilitate better insight into different aspects of the classification performance we provide several complementary metrics: balanced accuracy, Sensitivity, Specificity, Precision, Negative predictive value, Mathews correlation coefficient and area under the ROC curve, all obtained on independent testing partitions extracted from the data sets.

# METHOD

Genetic algorithms (GAs) are stochastic optimization methods that simulate the process of natural evolution [10, 11]. Based on this paradigm, they use three simple operators (selection, crossover and mutation), which allow them to evolve and reach near-optimal solutions [12, 13]. GAs have been successfully utilized in many different scientific fields, for solving optimization and search problems. They also have been used in many bioinformatics applications, including RNA structure prediction, multiple sequence alignment, microarray data classification and others [14, 15].

Within biomarker discovery, GAs were applied before, producing solutions with fixed number of selected biomarkers [16, 17]. A similar approach has been generalized in [8], where a simple GA explicitly lead to a smallest possible solution (in terms of the number of biomarkers selected) through explicit encoding of shrinkage pressure in its fitness function. Our method is based on the simple GA setup as introduced in the aforementioned work [8, 9], with enhancement in form of an additional operator that uses the knowledge contained in gene interaction networks. In this setup, a gene of the GA represents the presence or absence of a biological gene expression among the features of the classification algorithm by taking one of two possible binary values (1/0). Therefore, length of each GA chromosome corresponds to a number of biological genes that can be found on a microarray chip.

The fitness function encodes optimization goals and therefore represents a central GA design choice. Here it is constructed to capture two desired aspects of discovered biomarker panels – parsimony and classification performance. This is accomplished by taking balanced accuracy obtained by cross validation as the indicator of fitness while penalizing solutions that contain many genes. Formally, the fitness function is defined as:

 , (1)

where *Fc* stands for the value of the fitness function corresponding to the chromosome *c, Bc*  for the balanced accuracy, *Sc* for the number of genes used as predictors and *Si* for the mean number of genes that were selected in the initial population of the GA, across all chromosomes. The value one is added for the computational convenience, i.e. to assure that all fitness values remain positive. The balanced accuracy (*Bc*) is obtained by 10-fold cross validation of the one nearest neighbour (1-NN) classifier on a partition of the original dataset corresponding to the selected features. We choose 1-NN over more complex classification algorithms as it is very fast to evaluate and still able to capture non-linear relationships in the data. It also does not require any parameter tuning and it asymptotically achieves Bayes error within a constant factor [18]. Additionally, the 1-NN algorithm has been shown as able to consistently outperform several more complex classification algorithms in some applications [19], and it was already successfully utilized in a similar context [8]. The parsimony in terms of selected genes (i.e. shrinkage) is enforced by the explicit penalization of long and rewarding of short solutions, proportionally to the relative gain/loss in number of selected features compared to the initial population (the last term of the equation 1).

The proposed new operator uses information provided by the genetic interaction network, and it is triggered after the execution of crossover and mutation operators. The “birds-eye” view on its functioning mechanism is provided on Fig. 1. Assume the GA chromosome solution presented at Fig. 1 (a), where the black cells encode the selected genes. In the first step, the interaction weights (from interaction matrix) of their adjacent genes are summed up. In this way, the genes most “relevant” to the activated set receive the highest scores. The weight values are then scaled such to sum to one.

In the next step, the resulting probabilities are multiplied by the operator’s basic probability of activation per gene (in this work 1%) and the total number of activated genes in a chromosome (Fig. 1 (d)). Finally, we generate a vector of numbers randomly sampled from the standard uniform distribution (U(0,1)) of the same length as GA chromosome; after which each gene whose probability of selection surpasses a corresponding randomly generated threshold is added to the chromosome (Fig. 1 (f)). It is worth to note that this design can be (and it was in this case) fully vectorized, considerably speeding up the GA in which it is used.

We hypothesize that using information captured by the interaction network might facilitate “hill climbing” behaviour of a genetic algorithm in a vicinity of a local optimum. That is, if the GA triggers the relevant pathway(s), this enhancement can help in fine-tuning of the gene panel used. In this setup, the extent of potential gains in GA performance strongly depends on quality of information that is embedded in a network. For example, if a network is highly corrupted by the noise, proposed operator practically adds random genes to each generated solution; degrading overall performance of the algorithm. However, we do not expect that performance of the enhanced GA could drop bellow that of simple GA even if interaction network is completely uninformative, as than genes added by the operator would be pruned-off in subsequent steps of GA execution.

We utilize the experimentally verified version of String 9.1 network [20] to make sure that only the proven links between genes are present. This network is consisted of approximately 20,000 genes (human genome). Also, the String network subsumes the data from other interaction databases, providing a global view on all the available interaction information. Moreover, for each interaction it provides a continuous score, which is representative of the interaction reliability, as described extensively in [20]. These interaction matrix weights are calculated by combining the probabilities from the different evidence channels, correcting for the probability of randomly observing an interaction (detailed treatment can be found in [21]). Finally, the String database is considered as one of the best resources of this kind of data [22] and it is widely used in common practice for various biological analyses [23].

1. The functionality of the proposed operator. (a) A chromosome instance of GA. Black cells represent activated genes. (b) The respective columns of activated genes of the genetic interaction network adjacency matrix (this is a sparse matrix having genes both in rows and columns, thus of approximate size 20.000 x 20.000). Black cells represent the weight scores of the adjacent genes to the activated set. (c) Vector containing the summed weights of adjacent genes. (d) Normalized vector. The genes surpassing randomly assigned thresholds (e) are added to the chromosome solution (f).

# EXPERIMENTS

## Microarray gene expression datasets

In our experiments we used 3 publicly available datasets from the GEO database [24]. All three gene expression datasets were generated on Affymetrix U133 plus 2.0 whole genome microarray platform and pre-processed by RMA [25]. The tissue status (diseased or healthy sample) was considered as an outcome of interest in all cases.

The first dataset contains normal and two distinctive classes of hepatocellular carcinomas (HCC), which are highly associated with survival of the patients [26]. This dataset includes 16559 genes and 182 samples. Through the rest of the paper we refer to this data as to hepatocellular carcinoma dataset. The second dataset contains paired normal and tumor tissue samples obtained at the time of surgery from resected pancreas of 36 pancreatic cancer patients [27]. All the patients were suffering from PDAC. In total, this dataset includes 19898 genes and 78 genechip hybridizations have been performed. In the rest of the paper we refer to this data as to pancreatic cancer dataset. The third dataset contains deregulated genes in cardia and non-cardia gastric cancer, obtained from cardia and non-cardia gastric tumors [28]. This dataset includes 12101 genes and 268 samples. In the rest of the paper we refer to this data as to gastric cancer dataset.

## Benchmark setup

The benchmark covers eight combinations of 2 feature selection methods (proposed enhanced GA and simple GA [8]) and 4 classifiers (Decision tree [29], Naive Bayes [30], Random Forest [31] and Neural Network [32]) to rule-out possibility that the obtained result comes from a specific classifier-feature selection interaction. We chose to use these particular classifiers for their diversity and a relative robustness with regard to parameter settings. In particular, the decision tree is based on the CART algorithm with pruning. Random forest is composed out of 100 trees and the number of variables considered in each node is the square root of their total number (default value, [31]). Finally, we use a back-propagation trained, one hidden layer feed-forward neural network with 5 hidden units.

In total, three publicly available data sets containing gene expression profiles were used for the algorithm benchmarking. Each of the datasets has been initially randomly partitioned into the three segments - one for the feature selection, one for the classifier training and one for the testing. It is important to stress that both of the genetic algorithm-based approaches rely on a cross validation of a *feature selection partition*, thus they do not utilize information from the classifier-training or the testing part. To assure stability of the results, this whole procedure is repeated one hundred times for all datasets, each time with a different random data split.

To measure added value of the new operator, we used exactly the same configuration for the enhanced and simple GA. The code implementing GAs is based on the SpeedyGA.m 1.2 Matlab script [33]. Each GA population is consisted of 100 chromosomes, and to initialize a population, we randomly generate individuals with chance of 1% for each feature (gene) to be set to 1. The probability of mutation per bit of individual chromosome has been set to 0.5 divided by the maximal length of chromosome. We use uniform crossover, with the probability of reproduction without it set to 0.3. Selection is preformed proportionally to the sigma-scaled value [34] of the fitness function using the stochastic universal sampling. We restrict the maximal number of generations to 200 and keep track on the best solution over all generations. As suggested by the evolution curves displayed on Fig. 2, this number of generations is adequate for GA in terms of convergence.

Fig 2. Convergence of enhanced GA. Dotted lines are minimal/maximal and solid line are mean values of the best obtained fitness in each generation, across all 100 runs of benchmark. The panel (a) corresponds to Hepatocellular carcinoma dataset, (b) to Pancreatic cancer dataset and (c) to Gastric cancer dataset.

Comparison of the enhanced and simple Genetic algorithm combined with 4 different classifiers, with regard to the average values of balanced accuracy (Acc.), Sensitivity (Sens.), Specificity(Spec.), Precision (Prec.), Negative Predictive Value (NPV), Mathews Correlation Coefficient (MCC) and Area under the ROC curve (AUC) obtained on the test set. The classifiers used are Decision Trees (DT), Naive Bayes (NB), Random Forest (RF) and Neural Network (NN). Shaded fields indicate the feature selection/classifier combination that gave rise to the highest average value of given performance measure that is obtained for single data set.

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | **Enhanced genetic algorithm** | **Simple genetic algorithm** |
| **Dataset** |  | **DT** | **NB** | **RF** | **NN** | **DT** | **NB** | **RF** | **NN** |
| **Hepatocellular carcinoma** | **Acc** | 0.9676 | 0.9875 | 0.9873 | 0.9873 | 0.9699 | 0.9858 | 0.9828 | 0.9828 |
| **Sens.** | 0.9603 | 0.9868 | 0.9848 | 0.9848 | 0.9691 | 0.9843 | 0.9833 | 0.9833 |
| **Spec.** | 0.9750 | 0.9882 | 0.9897 | 0.9897 | 0.9706 | 0.9873 | 0.9824 | 0.9824 |
| **Prec** | 0.9755 | 0.9887 | 0.9900 | 0.9900 | 0.9723 | 0.9876 | 0.9833 | 0.9833 |
| **NPV** | 0.9626 | 0.9872 | 0.9855 | 0.9855 | 0.9709 | 0.9849 | 0.9840 | 0.9840 |
| **MCC** | 0.9367 | 0.9754 | 0.9750 | 0.9750 | 0.9415 | 0.9720 | 0.9665 | 0.9665 |
| **AUC** | 0.9698 | 0.9965 | 0.9991 | 0.9917 | 0.9737 | 0.9974 | 0.9979 | 0.9885 |
| **Pancreatic cancer** | **Acc** | 0.7824 | 0.8417 | 0.8391 | 0.8391 | 0.7845 | 0.8439 | 0.8348 | 0.8348 |
| **Sens.** | 0.7585 | 0.8747 | 0.8656 | 0.8656 | 0.7796 | 0.8637 | 0.8577 | 0.8577 |
| **Spec.** | 0.8067 | 0.8085 | 0.8122 | 0.8122 | 0.7900 | 0.8229 | 0.8110 | 0.8110 |
| **Prec** | 0.8092 | 0.8354 | 0.8360 | 0.8360 | 0.8015 | 0.8433 | 0.8316 | 0.8316 |
| **NPV** | 0.7869 | 0.8756 | 0.8679 | 0.8679 | 0.7980 | 0.8647 | 0.8606 | 0.8606 |
| **MCC** | 0.5798 | 0.6965 | 0.6904 | 0.6904 | 0.5840 | 0.6969 | 0.6801 | 0.6801 |
| **AUC** | 0.8022 | 0.8846 | 0.9101 | 0.7956 | 0.7969 | 0.8928 | 0.9083 | 0.7909 |
| **Gastric cancer** | **Acc** | 0.8857 | 0.9226 | 0.9331 | 0.9331 | 0.8883 | 0.9194 | 0.9245 | 0.9245 |
| **Sens.** | 0.8782 | 0.9285 | 0.9341 | 0.9341 | 0.8920 | 0.9197 | 0.9244 | 0.9244 |
| **Spec.** | 0.8934 | 0.9167 | 0.9322 | 0.9322 | 0.8848 | 0.9192 | 0.9246 | 0.9246 |
| **Prec** | 0.8966 | 0.9209 | 0.9341 | 0.9341 | 0.8891 | 0.9215 | 0.9264 | 0.9264 |
| **NPV** | 0.8831 | 0.9293 | 0.9352 | 0.9352 | 0.8945 | 0.9216 | 0.9261 | 0.9261 |
| **MCC** | 0.7756 | 0.8477 | 0.8678 | 0.8678 | 0.7802 | 0.8410 | 0.8508 | 0.8508 |
| **AUC** | 0.8988 | 0.9644 | 0.9750 | 0.9492 | 0.9013 | 0.9633 | 0.9690 | 0.9520 |

# RESULTS AND DISCUSSION

Table 1 enlists the average values of various classification metrics obtained by the application of different combinations of feature selection methods and classifiers. It is immediately apparent that, regardless to methods used, the pancreatic dataset poses the most challenging problem, while hepatocellular carcinoma is the easiest to learn from. Also, the enhanced version of GA outperforms the simple one in almost all cases, irrespective to the classifier used and the performance metric considered. The exception from this is the pancreatic cancer dataset, where for some of the metrics simple GA version prevails. However, that is not a case for the most general measure used, i.e. for the area under the ROC curve. Furthermore, it seems that the combination of enhanced GA and Naive Bayes or Random Forests generally displays the best performance. The classification pipeline that relies on Naive Bayes works best on the hepatocellular carcinoma dataset, while Random forest and Neural Network classifiers are performing better on the Gastric carcinoma dataset. On the Pancreatic carcinoma dataset, Naive Bayes and Random Forest classifiers behave similarly.

The observed difference in performance between the two methods is apparently not very large in all of the cases. The one reason for this is the fact that these data sets pose relatively easy classification problems, letting relatively simple methods to distinguish informative from non-informative features. Secondly, having in mind that this particular GA is designed and tuned especially for the biomarker discovery task [8], the difference in performance, even being relatively small, clearly indicates that addition of gene interaction data via the new operator has potential to improve GA-based prediction.

Figure 3 depicts median lengths of final genetic signatures produced by the enhanced and simple GA on three data sets. Typically, the enhanced GA selects few predictors more than its simple counterpart. This result was somewhat expected as the proposed operator works against parsimony by activating additional genes in each solution during each generation. Therefore, if the size of a signature is of critical importance in particular application, the discussed effect can be reversed by increasing parsimony pressure compared to that in simple GA. For example, the weight of size penalty term in the fitness function (here -1) could be increased in relation to basic probability of activating additional operator (here 1%) to compensate for the effect.

Fig 3. Final number of genes selected by the enhanced (eGA) and the simple genetic algorithm (GA) during 100 randomization runs. The panel (a) corresponds to Hepatocellular carcinoma dataset, (b) to Pancreatic cancer dataset and (c) to Gastric cancer dataset.

# CONCLUSIONS

In this paper we proposed a new operator for genetic algorithms, based on knowledge derived from genetic interaction networks and demonstrated it in the context of biomarker discovery problem. We prove efficacy of this enhanced GA by testing it against its simple counterpart on three different gene expression datasets. Besides that, we prove the robustness of the proposed method with regard to choice of algorithm used in the classification step. In the future we plan to create similar operators for GA in order to integrate gene association’s knowledge derived from other biological resources such as pathways, text mining, structural properties and more.
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